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Executive Summary
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climate projections for Southustrali@d(Beecham, 2015)This project sought to deliver well

evaluated climate projections and downscaled data products that could be used by South Australian
government, indstry and the communityalike, to be appropriately prepared and informed for
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contribute to the overall goal of demonstrating the application and utility of dswated climate

change projections and reservoir hydrodynamater quality models to assess future climate

change impacts.

The report general introductioprovides the context for the importance and risks of future climate
change impacts upon surface watguality and why these risks need to be understood and
guantified to effectively plan appropriate adaptive responses.

The project casisted of a two stagassessment:

1. The evaluation of the suitability @fcoupledreservoirhydrodynamic water quality modéb
predict changes in water quality from altered meteorological boundary conditiGhspter
1). (Also published as van der Lindetral, 2015)

2. The second stage @plied downscaling products from Tasktl3at developed as part othe
larger Goyder Water Research Ingté projectto determinethe impacts on water quality in
Mount Bold Reservoir, South Australissing aone-dimensional coupled water quality
model. (Clapter 2

Chapter 1 describes the application of a thraémensional model (ELCOGAEDYM) at Happy Valley
Reservoir South Australigqo a range of incremental manipulations of the meteorological boundary
conditions.The nodel was used to determineesponsedo changes in air temperature, wind and
inflow volume which were evduated independently (i.e. not factoriadombination. dimate
change projections were used to identind selectappropriate changes in thesevariables In
additionthe model wasalsoused to test thesevariablesoutside these plausible rangeso as to fully
evaluate model behaviour within potential (but implausible) climatange The growth of major
phytoplankton groups was one of the important modelled outpdise modelledresporse ofthese
phytoplankton groups was withinompetitive growth responsebehaviourthat was expected from
an empirical climate sensitivity analysis that was bas@dn historical data.These modelling
scenarios support thecurrently prevailing scientific thory that cyanobacteriawhich produce
nuisance tastes, odours and toxins and which compromise raw water qualitypecome more
successful in a warmer climat€his ionsistent with a number of other modelling studies.

Chapter 2 describeghe applicaton of the downscaling productfrom Task 3 in the larger Goyder

Water Research Institute projecthese projectiongere used tadetermine future potentiaimpacts

upon water quality in Mount Bold Reservpitouth Australiausing the onedimensional coumd

water quality model, GLNFABM. This required the developmentaufditionalWo 2@ R2 6y a Ol f A
approachesto produce projected outputsfor windspeed and cloud coverThe wind speed
downscaling approach employed parametric distributions (gamma or Meifitted to observed

wind-speed at local stations conditionapon the weather state used in the Task 3 downscaling

product and the month of the year. These conditional distributions were then sampled according to

the sequence of stochastically generdteveather state and month combinations in the Task 3



downscaling. The cloud cover downscaling approach relied upon published methods to estimate
cloudiness from the difference in ideal and observed solar radiation.

As this work wagerformed in parallelto the streamflow analysis conducted by Westra et al.
(2014) the catchment yield data they produced was unable to be incorporated in this study.
Consequentlythe reservoir water budget was constructed using a series of agsions and
repeating the historical water budget witlminor volume adjustmentsThe parameter set used for
biogeochemical and water quality related processes was derived from avalielated but as yet
unpublished application of GLIMABM to Mount Bold Rervoirdevelopedby Rigosi et ahs part of

a study supported byhe Water Research FoundatigRrogct 4382; Rigoset al., 2015) Reservoir
simulations wereun for asingle realisation of thaugmentedTask 3 downscaledhta for each of 15
Global Circulation Models (GCMs) in-&ar periods (1961990; 20112040; 20412070; 2071
2100) one historicalemissions and two projected emission scenarios from the SRES emissions
scenarios (representativeas usedn the Coupled Model Intecomparison Project 5CMIP5; Taylor

et al, 2012)

The resulting meteorological boundary conditions followed seasonally expected patterns and
displayed trends derived from the Task 3 downscaling products. ‘dfiedd, which waan output
product ofthis project, and not directly derived fron the Task 3 outputs, showed no trends across
time or emissions scenarios. Thiss as expeckd, as the transition probabilities between the
weather states did not change between the different periods, or emissions scenaujgexficially

this may be coridered one weakness of the approach as the data does not reproduce the projected
decrease, or stilling, of wind speed at al@ditudes The magnitude of this reduction expected to

be small(McVicaret al., 2008)and is probably most relevant in the lateeatury when uncertainties
associated with emissions are larger and dominant. Small increases in solar radiation, derived from
the Task 3 downscaling products were propagated to result in decreases in cloud cover. Differences
in the distributions of cloud aver were produced, mostly in the months of April, September,
October and November.

Following simulation with GLIsind calculation of ensemble statistjdhe projectedsimulated water
guality datademonstratedeterioratingtrends in water quality that shdd beregarded a®f concern

for reservoir managementiowever, while the trends can be consideigsileadingo incrementally
worsewater qualitythan the historical period, it must be noted that 1), these assessments are of the
direct effectsupon waterquality; changes in hydrological budget or external nutrient loadirgrav

not considered,and 2), the probability characteristics of the mday rainfall extremesre known

to be underrepresented inthe NHMM outputs and it is therefore reasonable to epect that this

may also be the case for solar radiati¢ine. heat waves)The projections can therefore be
considered to be conservative and represent a best case view of the direct effects of climate change
on reservoir quality, i.e. in a situation whesverage wind speed does not decrease and the
probability of heat waves does not change.

The results were broadly consistent with the prevailing understanding of the sensitivity of water
guality to warming. Changes in abiotic water quality parameters dedoe predominantly driven by
evaporation and the small changes in the reservoir water fluxes made to maintain the validity of the
water budget. The worst cadacreases irsurfacewater temperature resulted ifncreased growth

of cyanobacteria
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General Introduction

Climate change has been identified as a key challenge for the water industry due to impacts on
water availability, energy prices and infrastructure longeyyuecket al, 2012; Woodbunet al.,

2012) As the product of meteorological effects on physical, chemical and biological processes in
landscapes and reservoirs, surface water quality has the potential to be influenced by climate
charge in many wayfDelplaet al., 2009; Whiteheadt al., 2009) The sensitivity of reservoir water
guality to the direct effects of climatdepend on many factors including trophic stg¢Rigosiet al,,

2014) geographical position, catchment characteristics, morphology and a suite of-&iniditic
interactions (Blenckner, 2005)A range of modelling activities have proven useful for evaluating
climate related impacts on lakes and reservditsneset al., 2011; Elliott, 2012; Trollet al, 2014)

in combination with empirical studiesA recent review conducted by the autlsoidentified the
following risksassociated with climate change, in a range of climatic regi@hsncreases in the
frequency and seviéy of cyanobacterial blooms; 2) more frequent episodes of high turbidity; 3)
increased frequency or severity of pathogen challenges, 4) elevated concentrations of dissolved
organic matter, and 5) increased severity and duration of hypolimnetic deoxyigenathese
anticipated risks have contributing factors that operate on a range of temporal scales and can be
related to both changes in variability and climatic norms. The contributing factors include, increased
rainfall intensity (risks 1, 2 and 3), inased variability in rwoff (risks 2, 3 and 4), elevated average
temperature (risks 1, 4 and 5) and increased frequency and duration of heatwaves (risks 1/sd 5)
such these risks need to be understood and quantified in order to effectively plan aslaptiv
responses.

In order to inform the process of evaluating climate related risks,advanced understanding of
climate processes and good qualitpwnscaled dihate projections are required. The Goyder Water
wSaSI NOK Ly aniagréedzgeSof ¢iNe £ SIONR &S Ol A 2 y dhasEahtNbutéd2 dzi K
a significant effort towards understanding climate drivers in South Aust(@laet al, 2012;
Beechamet al, 2014; Cai, Borlacet al, 2014; Cai, Santoset al, 2014)and the production of
downscaled climate projections for all the natural resource management regions of South Australia.
One such downscaled product from Task 3 of the project applies foimogenous hidden Markov
model (NHMM) to stochastically downscale rainf&ilet al,, 2013) and other variables. Briefly, this

is achieved by training thBIHMM to determine the probability of transition between a series of
weather states derived from observed synoptic scale weather patterns. Changes in the transition
probabilities can also be derived from the outputs of global circulation models (GCMs) and
subsequently used to generate stochastic realisations of statistically consistent (in terms of temporal
auto correlation anctross correlation between variabletime series of potential weather data. For
more detailed explanation of the methods refer toet Task 3 report for the projecthe overall goal

of Task 4 of the Goyder WRI C.1.1 projedbi®valuate the suitability of the Task 3 outputs for
modelling climate change impadby developing a suite of modelling applications, including models
of catthment hydrology, crop growth, groundwateand drinking water reservoirs

This report presents the output from the drinking water reservoirs component of Taskatis
composed of two sections. First, the climate sensitivity of a three dimensional waaditygmodel
(Hipseyet al, 2006; Hodges and Dallimore, 2003)evaluated using a ors-a-time incremental
approach. Second, the downscaling products generated in Task 3 were used to conseties af
simulationsof Mount Bold Reservoir using GEBABM, a coupled 1D hydrodynangavater quality
model (Hipseyet al., 2013)



Chapter 1. Suitability of a coupled hydrodynamic water quality model
to predict change s in water quality from altered meteorological
boundary conditions

Abstract:

Downscaled climate scenarios can be used to inform management decisions on investment in
infrastructure or alternative water sourcegithin water supply system#\ppropriate modés of the
system componentssuch as catchments, rivers, lakes and reseryeairs required. Theclimatic
sensitivity of thecoupled hydrodynamic water quality model ELGOMEDYM was investigategt
incrementally altering boundary conditionts, determineits suitability for evaluating climate change
impacts.A series of simulations were run with altered boundary condition inputs for the reservoir.
Air and inflowing water temperature (TEMP), wind speed (WIND) and reservoir inflow and outflow
(FLOW) were adred to investigate the sensitivity of these key drivers over relevant domains. The
simulated water quality variables responded in broaghgusible waygo the altered boundary
conditions; sensitivity of the simulated cyanobacteria population to increasésmperature was
similar to published valueslowever the negative response of total chloroptayBuggested by the
model was not supported bynaempirical analysis of climatic sensitivifhis study demonstrated

that ELCOMCAEDYM is sensitive to climalrivers andmay besuitable for use in climate impact
studies It is recommended that the influence of structural and parameter derived uncertainty on
the results be evaluatedmportant factors in determining phytoplankton growthere identified
andthe importance oinflowing water qualitywas emphasised

Introduction

The Goyder Water Research Institute project C.1.1 was initiatedidoess a knowledge gap the
current understanding of the potential impacts of climate change on South Australigufpese of

the projectwas to gain understanding cfimate drivers, downscale global circulation (GCM) model
projections of future climate and develop suite of model applicationsuitable for use in
assessment and adaptatidrameworks Currentglobal dérculation model GCM) projections suggest

that Australian average temperatures will increase by 1.0 to 5.0 degrees by 2070 (compared-to 1980
1999), rainfall will decreasever southern Australia and the number of hot days and warm nights
will increasg(CSIRO, 2012pecreases in autumand winterwind speed and increases in wintand

spring downward solar radiation are also projected, but these projections are subject to large
uncertainties(CSIRO, 2007lRecent efforts to downscale GCM outputs to the catchment scale have
identified the potential for reduced catchment yields as the result of reduced precipitation, changes
in rainfall seasonality and increased tpematures (Charleset al, 2008; Heneker and Cresswell,
2010; Greeret al, 2011) Besides issues of water quantity, theaxge potential impacts of climate
change on water qualit{Delplaet al., 2009; Whiteheaet al., 2009) Reservoirs play a major role in
determining the water quality within a given water supply system, as they act as both barriers to
(e.g. pathogens) and producers of de.cyanobacteria [toxins, tastes and odours], iron and
manganese) water quality hazard8rookeset al, 2008) Reservoirs integrate the prevailing
hydrology, meteorology, biology and biogeochemistry ahd resulting quantity and quality of
water is a valuable resource that requires sound management to ensure the utility and sustainability
of the source water; water quality models are a toofagailitate this end.



The potential impacts of climate chang® water qualityhave been evaluated using integrated
modelling schemes which include water quality mod&émikou et al,, 2000; Arheimeet al.,, 2005;
Thorne and Fenner, 2008; Saloraetaal., 2009; Elliat 2012) Such schemes use a combination of
catchment and lake/reservoir models that use meteorological boundary conditions as inputs. The
meteorological conditions are altered to represent projected future climate and the resulting
simulations are taketo represent the potential impacts of those changed climatic conditions. Too
few of these studies have beeonductedto make generalisations about the potential impacts; both
positive and negative influences have been identified. Additionally, the difée® in model
structure and method make it difficult to compare the different studies directly. There are many
sources of uncertainty within such a modelling scheme, including the choice of GCM, emissions
scenario, downscaling methodology, and the selactiof and rigour of application of the
hydrological, constituent and lake/reservoir water quality models, including model structure
selection and identification of parameters. Each step in the modelling scheme needs to be
thoroughly evaluated to ensure thesults can be useful.

It is therefore appropriate to adequately test the respordethe proposed reservoir water quality
modelto change in the environmental variables expected to change in the future. Formalising our
understanding of the way that wateguality variables respond to climate related model inputs is
fundamentally important to understanding the outputsevgenerate from modelgElliott, 2012) As
these modelswill be usedto project the impacts of downscaled climate scenaribss important

that the response of the watequality models to the boundary conditioris understood Water
quality models vary in their data input requirements and often contain options for thensutel
structures they contain, making it difficult to assume that they will be equally sensitive in any given
application. Responses of chemicahd biological processes to the changes in physical state
generated by changes in meteorological inputs are dynamic and interactive and therefore difficult to
resolve without resolving individual sensitivities in an explicit analysis.

The outputs from anynodel are dependent on the inputs. It follows that uncertainty in the inputs,
either the boundary conditions or the model parameters, contributes to the uncertainty of the
model results. Quantification of the influence of the inputs on the model outputsn@vn as
sensitivity analysis and has been extensively described in the literature. Complex models with many
parameters, boundary conditions and long runtimes have particular challenges associated with the
analysis of their sensitivity and uncertainty.fSequently a great deal of effort has gone towards
developing screening methods to identify sensitive parameters and evaluate their influence on
model output (Saltelli, 2002; Campolgp et al., 2007; Arhonditsi®t al, 2008; MakleiPicket al,

2011) Less often the influence of boundary conditions or input data is evaluated. Generally the error
associated with these inputs is considered to be less than the uncertainty associatedhadel
parameters as they are quantities that are generally measured at, or proximal to, the lake or
reservoir being modelled, using accurate instrumentation. However the range of meteorological
boundary conditions are expected to change in the fut{8ehlabinget al,, 2014)and given the non

linear and noAmonotonic nature of ecosystem models, their behaviour in these conditions is
uncertain. As suitable observed validation data cannot exist for unobsémea@d conditions, model
behaviour under altered boundary conditions can only be validated against qualitative projected
responses of ecosystems. These qualitative responses may be derived fromfaphoe
approaches, robust ecophysiological conceptualdels and response daf@aerl and Paul, 2012)

and ensemble model predictior§$rolleet al., 2011)



Therefore,the goal of this work is to answer the question: Does ELGAKMDYM demonstrate
appropriate climatic sensitivity to be used as part of a robust integrated modelling schemee? T
responsivenessf the ECOMCAEDYM modé€Hipseyet al, 2006; Hodges and Dallimore, 2003)
changes in meteorological boundary conditions was analysed. A previous application of the model to
Happy Valley Reservoir (HVRAs used in conjunction with scenarios with altered emwmental
forcing of incremental changes flow, air and water temperature, and wind speeldesponses in
water quality variables of primary focus were cyanobacteria and soluble metals; further
consideration was given to water temperature and water coluntratgication due to their
important role in determining mixing and the rates of biogeochemical reactions. This work does not
constitute a model sensitivity analysisensu strictp but evaluates the climatic sensitivity or
responsiveness of ELCABAEDYM radl compares it to other studies and an empirical climate
sensitivity analysis of chlorophylin Happy Valley Reservoir.

Materials and Methods

Happy Valley Reservoir

Happy Valley ReservoiHYR;35.07S 138.5/ E) was created by the construction of antbawall

dam between 1892 and 1897. Following a rehabilitation project from 2002 to 2004, it has a capacity

of 11,600 ML, a surface area of 178 hectares and average and maximum depths of 6.5 and 18 m,
respectively. It is an off stream reservoir and supphds ¢ ¢ G SNJ (2 { 2dzi K ! dza G NI
treatment plant, which produces up to 400 ML of filtered water per day, resulting in a hydraulic
retention time of 1530 days. As HVR is isolated from its natural catchment, it is supplied with water

from the Onhkaparinga River system via an aqueduct from Clarendon Weir, which is in turn supplied

from the much larger Mount Bold Reservoir (35.1238.70E). Mount Bold Reservoir collects water

from the Mount Lofty Ranges and is supplemented with water pumped tt@mRiver Murray, as

FNB Yz2ald 2F {2dziK ! dzAaGNItAFIQa NBaASNU2ANERS® | I LILR
guality challenges in the past, with bhgeeen algae (cyanobacteria) causing taste and odour
problems in recent decades. The use offmitl destratification (mixing) and algaecides are used for
management in the reservoir, while granular activated carlidrused in the water treatment

process to reduce taste and odour compound concentrations to acceptable levels in the product
water. A HVR is supplied with water from an unprotected catchment (i.e. containing various
farming activities and human habitation), vigilance against pathogens is required and loads of
nutrients are greater than is generally desirable. During the study perigitient concentrations

were, total phosphorus, 0.06.1 mgL; total Kjeldahl nitrogen, 0-5.0 mgL’; filterable reactive
phosphorus, 0.008.03 mgL'; ammonia, 0.008.05 mgl* and oxidized nitrogen, 0.08.5 mgL’. The

seasonal temperature range is geally between 810 °C and 227 °C;strong persistent
stratification is prevented from occurring by the operation of a bubble plume aerator. Due to the
AYLRNIFYOS 2F 1 LR =x+fftSe wSaSNB2AN G2 ! RSt A
Corporationhas invested heavily in monitoring and research into the processes influencing water
quality.
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Figure 1. Location of Happy Valley Reservoir. Inset shows 10 m contours
of depth and inflow from the agueduct and the location of the o fftake to
the water treatment plant (WTP).

Model Description

The Estuary and Lake Computer Model (ELCOM) is a hydrodynamic model that simulates the
temporal behaviar of stratified water bodiesisingenvironmentalinputs such as inflows, outflows

and metedaological conditionsThe model solves the unsteady, viscous NaStekes equations for
incompressible flow using the hydrostatic assumption for pressure. The simulated processes include
baroclinic and barotropic responses, rotational effects, tidal fayciwind stresses, surface thermal
forcing, inflows, outflows, and transport of salt, heat and passive scéffobdges and Dallimore,
2007) When coupled with the Computational Aquatic Ecosystefmanics Mode(CAEDYM, Hipsey

et al,, 2006)water quality model, ELCOM can be used to simulate tdigensional transport and
interactions of flow physics, biology and chemistry. ELCOM uses thelBglange method for
advection of monentum with a conjugateradient solution for the freesurface height. Passive and
active scalarsi.g., tracers, salinity and temperature) are advected using a conservative ULTIMATE
QUICKEST discretizatigBee Hodges and Dallimore, 2007 and references within for further details)
ELCOM v2.2-04 and CAEDYMB.0-01 were used in this study.

The Centre for Water Research was previously engaged to apply ECEBMWM to Happy Valley
Reservoir(Romeroet al, 2005) Upon delivery, the model was considered appropriate for the
simulation of water movement, contaminant transport, algal growth and biogeochemical cycling
(Romeroet al, 2005) ELCOM was applied at three resolutions (25, 50 and 100 m grid sizes); the
finest grid to be used for examining shaitcuiting andinflow dilution, and the coarser grids for
quicker runtimes and running scenarios relating to stratification, algal growth and soluble metal
release from sediments (the 100 m grid was used in this study). The hydrodynamic model was
validated against tempeture sensor data over two period29 June6 October 2005 and 23
October 20088 February 2006. The parameter set for CAEDYM was derived from applications to
other Australian reservoirs and some minor calibration of parameters to suit Happy Valley Reservoi
The manual calibration focused on parameters that cowdtibe derived from literature values and
included, the density of particulate organic matter, the maximum s&be microbial decomposition of



particulate organic phosphorwmnd nitrogen, the maxium rate of mineralization of dissolved organic
phosphorusand nitrogen, the dissolved oxygen Y saturation constant for nitrification, the rate of
denitrification and the phosphorus %2 saturation constant for algal uptake. Some deficiencies in the
calibraton of the algal growth components of the model remained.

Two algal groups were included in the model structure, representing chlorophytes (green algae) and
cyanophytes (blugreen algae). Thphytoplanktongrowth model was parameterized according to
literature values, with only a single parameter being manually calibrated for Happy Valley Reservoir
(Table 1). Parameters relating to light, temperature, phosphorus uptake and respiratory losses were
different between the two phytoplankton groups. All otherrpmeters were shared and derived from
literature values. Notably, buoyancy regulation by cyanobacteria was not invoked in the model
structure.

For this work, the model was not further calibrated or modified beyond the work of Rosteab
(2005)and therefore no performance metrics are presented. The lack of extensive calibration to HVR
water quality dynamics means the results of the study can beiderexd to be a general test of the
responsesensitivity of ELCOM@AEDYM to climate drivers and not an investigation of the likely
effects of climate change on water quality in Happy Valley Reservoir.

Table 1. Phytoplankton group par ameters that differentiate the response
to ecophysiological drivers in the ELCOM -CAEDYM model set up.

Parameter Cyanophyte Chlorophyte Description Reference
value value (units)
HetH 0.8 1.2 Maximum growth rate (USCE, 1995)
(@)
“Ag 1.09 1.07 Temperature multiplier for (Coles and Jones, 2000;
growth Kriger and Eloff, 2010)
¢)
HrEes 0.09 0.10 Respiration, mortality and (Schladow and Hamilton,
excretion 1997)
(@)
Kp 0.009 0.008 P % saturation constant Calibrated
(mg L)
Ik 130 100 Light %2 saturatin constant (Hamilton and Schladow,
(LE m?s?) 1997)
Tsmo 24 20 Standard temperature for algal (Griffin et al, 2001)
growth
(°C)
TopT 30 22 Optimum temperature for algal (Robarts and Zohary, 1987
growth Griffin et al, 2001)
4
Tmax 39 35 Maximum temperature for algal (Griffin et al, 2001)
growth

0

Scenarios for Analysis of Climatic Sensitivity

A series otwenty four (24)scenarios were defined, synthetic input data files were generated and
EICOMCAEDYM simulations were turAs stratification, algal growth and soluble metal



concentrations were of key interest, the summer period simulation was used. Tha& bda version
of ELCOM was used to minimise the runtime requiishorcircuiting was not a primary concern
of the water quality problems being investigatedlhe input boundary conditions analysed were
selected to represent the 'climate drivers' of pretipion, air temperature and wind speed and are
represented by the input files as changes in flow, air and water temperature, and wind speed,
respectively (thesarereferred to as INFLOW, WIND and TEMP in the text). The synthetic input files
were generate by applying a linear multiplier, for INFL@WJ WIND, and an increment in the case
of TEMP(Table2). Temperature was modified in this fashion to facilitate comparison to potential
temperature change magnitudes. For comparisénand +5 degrees correspd to multipliers of 0.8
and 1.25, respectively, at 20 degrees Celsius, similar to the average temperature in the reservoir
during the simulations. AELCOMCAEDYMwill fail if changes to the water budget result in
violations in the boundary conditionghanges in the inflow and outflow must be balanced,
therefore the outflow (consumption at the offtake) was increased by a corresponding amount. The
FLOW scenariosould therefore be considered taepresent a change in the consumption of water
by the water teatment plant (WTP), rather than changes in precipitation, strictly. This may initially
seem artificial; however, as HVR is an offline storage and the inflow to the reservoir is fully regulated
by a flume at Clarendon Weir, it can be interpreted as repnéag changes in demand, especially as
a summer period was considered.

Table 2. Boundary condition modifications applied in the sensitivity

analysis. A scenario was generated for each change in meteorological
variable, resulting in twenty four (24) scenarios differing from the base

scenario.
Temperature Precipitation Wind Speed
(TEMP) (FLOW) (WIND)
[increment] [multiplier] [multiplier]
-5.0 0.50 0.50
-2.0 0.75 0.75
-1.0 0.90 0.90
-0.5 0.95 0.95
0.5 1.05 1.05
1.0 1.10 1.10
20 1.25 1.25
5.0 1.50 1.50

The scenarios were run using the same initial conditions; a-tgpiperiodof 1 week was excluded

from all summary calculation® reduce the influence of errors in the initial conditioss potable

water production is the dcus of the study, water quality (temperature, suspended solids,
chlorophyll, iron and manganese) at the reservoir offtake was analysed, along with ‘whole of
reservoir' characteristics, such as water temperature agd (the reduced gravity due to
stratification, Hodges and Dallimore, 2000hanges in water quality weevaluated as changes in

the mean concentration, the maximum concentration and the period of the simulation that the
concentration was above a threshold value (green algal and cyanobacterial chlorophyll only, 1 and
10 pug/L, respectively). In order to fhidte the interpretation of the phytoplankton dynamics,



summaries of the state variables governing the growth of the two species modelled were calculated
asmeans of the time seriegalues

An Empirical Analysis of the Climatic Sensitivity of Chlorophyll -a to Temperature

Historical records othlorophyHa and water temperature were collated from the primary reservoir
surface monitoring location for the period 1998 to 2013. Monthly medians and anomalies were
calculated for water temperature and chlorophgliconcentration. The monthly anomalies were
normalised to unity, so as to be able to compare directly to modelling results summarised with a
similar method. Linear regressions were fitted to the raw anomalies and normalised values, both for
the entire yea and for the summer months only.

Results and Discussion

Reservoir Physical Characteristics

The (modelled) physical properties of tlReservoirwere altered by the banges in boundary
conditions. The degree of stratification, as indicated by averggewas altered in all scenarios;
increasedn wind speed had a strong negative effect on lake stratification (T@blmcreasing air

and inflowing water temperature resulted in increased reservoir stratification, as did increased flow.
Water temperature in e reservoir was not strongly influengtdy the INFLOW scenarios, however

the WIND and TEMP scenarios had strong effects on the mean of the average, minimum and
maximum water temperatures observed over the simulations (TaleOnly small impacts on
resenoir volume and level were observed (not shown)

Table 3. Summary of average physical properties for climatic sensitivity
analysis of ELCOMCAEDYM simulations of Happy Valley Reservoir .

Temp Temp Temp

Increment g mean max min
Factor /Multiplier (/s) (°C) (°C) (°C)
Original - 0.0502 20.5 21.8 16.5
INFLOW 0.50 0.0481 20.9 22.2 16.6
INFLOW 0.75 0.0490 20.8 22.0 16.6
INFLOW 0.90 0.0496 20.6 21.9 16.5
INFLOW 0.95 0.0498 20.6 21.9 16.5
INFLOW 1.05 0.0503 20.5 21.8 16.5
INFLOW 1.10 0.0505 20.5 21.8 16.6
INFLOW 1.25 0.0510 20.3 21.7 16.6
INFLOW 1.50 0.0513 20.2 215 16.6
TEMP -5.0 0.0454 17.0 18.3 13.4
TEMP -2.0 0.0481 19.1 20.4 15.9
TEMP -1.0 0.0490 19.8 21.1 16.2
TEMP -0.5 0.0495 20.2 21.5 16.4
TEMP +0.5 0.0505 20.9 22.2 16.7
TEMP +1.0 0.0511 21.3 22,5 17.0
TEMP +2.0 0.0524 22.0 23.2 17.3
TEMP +5.0 0.0571 24.1 25.4 17.5
WIND 0.50 0.0984 22.7 25.9 17.0
WIND 0.75 0.0681 21.5 23.4 17.0
WIND 0.9 0.0560 20.9 22.4 16.7
WIND 0.95 0.0528 20.7 22.1 16.6

WIND 1.05 0.0474 20.4 21.6 16.6




WIND 1.10 0.0452 20.2 21.4 17.2
WIND 1.25 0.0397 19.8 20.8 17.4
WIND 1.9 0.0334 19.3 20.1 17.3

Water Quality

An increase in averagaodelled cyanobacterial chlorophylCyanoChljvas observed with elevated
temperature while simulated chlaphyte chlorophyll (ChloroChl) decreas€Higure 2a). The
average concentration of reduced soluble iron (Fell) alsceased with temperature whilsoluble
manganesgMnll)was less responsive (Figw#a). Sensitivity responses wedose tolinearnear the
origin (x10%) but some became nofinear at the extremes of the scenarios investigated
Exceedance of the threshold selected for cyanobacterial chloropf@jlanoChl)increased
approximately linearly with increasing temperature above that of the oaigstenarioput had little
effect below that level (data not shownJhe FLOW scenarios hadonsistenthfinear influence on
reservoir water quality; increasing average concentrations of chlorophyt€hloroChl)and
cyanobacterial chlorophy[CyanoCh])Mnll and Fell were observed in simulations with reduced
flow; only the average concentration of suspended solids (SSOL1) decreased with decreasing flow
(Figuire 2b). Changes in maximum melled values behaved similatdg did duration of exceedance
for the chlorophyll variablespt showr).
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Figure 2. Change in mean modeled water quality values over the summer
period in the different sensitivity analysis scenarios where temperature
(), rate of inflow and outflow ( b) or wind s peed (c) were incrementally

changed.




The relationship between WIND and algal growth was obviouslylinear with large increases in

the average concentrations of both algal groups with decreasing wind speedre(FRf.
Cyanobacteria were especially faved by low wind speeds. Reduction of wind speed from 90% to
75% of today's averages resulted in a large increase in the duration of exceedance by cyanobacteria
(not shown. The simulated phytoplankton production rates were low (~0.I'Jlapmpared to wht

they can potentially be (~0-8.5 day') and probably are in HVR. This was also noted by Romero et
al. (2005) The simulatedwhole lake averages of respiration exceeded that of production in
cyanobacteria, indicating that they were limited to growing in atkchivolume of the lake where
sufficient light was availableElevated temperatures increased cyanobacterial productidesraut

these increased production rates were kept in check by elevated respiration. There was very little
change in the nutrient (N & P) limitation of phytoplankton, even under the INFLOW scenarios;
simulated phytoplankton growth was more limited lght availability (Table 4

Table 4. Mean cyanobacterial growth characteristics in ELCOM -CAEDYM

OEi O1 ACET 108 4EA O, Ei EOAOEIT AU8 OAI OAO EIT AEAA
limitation by light, phosphorus and nitrogen. It takes a value from Oto 1;

where 1 is unlimited and 0 is completely limited (no growth)

Scenario Production  Respiration Limitation by
(day™") (day™") Light Phosphorus Nitrogen

Original 0.080 0.093 0.099 0.915 0.890
INFLOW by 0.5 0.079 0.096 0.095 0.916 0.883
INFLOW by.5 0.081 0.091 0.102 0.916 0.890
TEMP by5 0.061 0.076 0.101 0.917 0.890
TEMP by +5 0.108 0.115 0.106 0.909 0.884
WIND by 0.5 0.083 0.106 0.086 0.923 0.899
WIND by 1.5 0.075 0.087 0.103 0.917 0.889

Implied Model Climatic Sensitivity

These scenarioslemonstrate that ELCOAEDYM isesponsiveto changes in environmental
drivers that are expected to change under future climate. The model tested was not heavily
calibrated and therefore the results are able to be generalised. The observed sensitivities a
consistent with qualitative expectations on the basis of contemporary understanding of reservoir
processeskor examplejt is generally acceptethat increasedvater temperatures and stratification

may increasethe prevalence of cyanobacterand resul in longer periods of decreased dissolved
oxygen concentration and higher dissolved metal concentratiOther authors have observed
model climatic sensitivities that resulted increases in the proportion of cyanobacteria by 2.8%

per 1 °C increase itemperature(using the model PROTECH; Eligttal, 2006) From a review of

the literature of the potential impact of climate on ploglankton communities, Elliot{2012)
concluded that projected future climate ould result in increased relative abundance of
cyanobacteria and changes in the phenology of phytoplankton dynamics but not necessarily an
increase in the seasonal amount of phytoplankton biomass. These conclusions are consistent with
the responses obserdein this study.
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Important interactions with nutrient availability exisfMooij et al, 2007) but this was not
investigated here. As an independent factor, nutrient additisenGuINFLOW scenarios) did not
have a large effect on the phytoplankton dynamigsresumably because of the lack of nutrient
limitation (Table 4) The model tested in this study employed a relatively simple representation of
phytoplankton community dynamics; only two main functional groupsrew represented.
Furthermore some physiological mechanisms that facilitate cyanobacterial dominance, despite being
available in CAEDYM, were not used in the model application of RomerqRobaleroet al., 2005)
Greater sensitivity and/or more nelmearity may be expected if these mechanisms (bupyancy
regulation) weramplemented.

The environmental driverdit were manipulated in the scenarios were not investigated factorially,
however they are not completely indepeedt; changes in mean and maximum water temperature
occurredin the INFLOW and WIND scenaiidable 3) This complicates the interpretation ofodel
outputs without extensive comparison of individual simulations; an effort not warranted by the
goals of this study. The scenarios were arbitrarily selected to quickly develop a picture of the
sensitivity of the model to changed boundary conditions. such, the important environmental
drivers of dilution and nutrient loading are confounded in the multiplication of inflow volumes.
Inflow scenarios assumed the same constituent concentrations and therefore the higher flow
scenarios had higher nutrient dds. However as chlorophyll concentrations decreased as flow
increased it is apparent that dilution was a more important driver of algal biomass than nutrient
load and availabilityDespite this, the prediction that phytoplankton growth is rarely limitey
nutrient availability may suggest that reducing the external load may be an option for reducing algal
growth. The internal load was not investigated as part of this study but given the short water
retention time of the reservaoir, it is probably of minonportance compared to the external load

The reduction of nutrient availability represents a potential strategy for adaptation to climate
change and the likely negative effects on water quality resulting from increased cyanobacterial
growth. Water quaty models, such as ELCAMEDYMg¢an have an important role to play in
determining the potential benefit of a nutrient reduction program

Empirical Reservoir Climatic Sensitivity

Linear regression between water temperature and chlorophyll median monthiynalies did not
resolve slope estimates significantly different from zero (0.105 + 0.134, Pr(>|t|) = 0.43). The weak
positive slope estimate combined with a poor predictive relationshfp=(R014 demonstrates that
surface water temperature did not plagn important role in determining total chlorophyll in this
period (Figure 3b); it also demonstrates thét was not negatively correlated with water
temperature, as implied by the water quality model (Figure 3a). This might suggest that deficiencies
in definition of model structure or parameter identification have resulted in a-behavioral model
response (one not consistent with our expectations). These deficiencies could, for example, be found
in the parameterization of the temperature response funcgdor growth, or be the product of the
oversimplification of the phytoplankton community. This remains speculative, as this simple
comparison cannot resolve the differences between the processes structuring algal growth in the
model scenarios as comparéal those operating over a longer period and in different years, within
the reservoir. It must further be noted that the empirical analysis is limited to (monthly) anomalies
less than +2°C and so could not explore the full range of (annual) anomaliesnasi dgf the model
scenarios.
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Figure 3. Comparison of (a) model derived climate sensitivity to ( b)
empirical reservoir climate sensitivity of chlorophyll -a to temperature in
summer (Dec, Jan, Feb). In panel (b) each point represen ts the unity
normalized anomaly from the monthly median value calculated over the
period 1998 -2013 and is labelled as yyyy -mm.

4. Conclusions

This study demonstrated that ELCAGIMEDYM is sensitit@ climate drivers anduitable for use in
climate impacttudies. It further highlighted thenportant factorsin determining phytoplankton
growth and that any changes in inflowing water quality will be of major importance to the reservoir
water gualitydynamics.
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Chapter 2. Direct impacts of climate change on water quality in Mount
Bold Reservoir using downscaled meteorology

Introduction

The potential impacts of climate change on water qualdgn be evaluated using integrated
modelling schemegMimikou et al, 2000) Such modelling schemes consist of catchment and
reservoir models with boundary conditions defined by downscaling or weather generator methods
(Schlabinggt al.,, 2005, 2014)A set ofdownscaling producte/ere generatedby Task Df the Goyder

Water Research Institute Project C.1.1. These downscaling prodectsusedio construct a series

of simulations of Mount Bold Reservoir usitie General Lake Mode] Framework for Aquatic
Biogeochemical Model$GLMFABN), a coupled 1D hydrodynamicwater quality modelHipseyet

al.,, 2013) Some important meteorological variables required as model boundary conditions/inputs
were not available from the Task 3 downscaling, including wind speed, cloud cover and longwave
radiation. These vaables were therefore imputed from relationships between measured weather
variables from a range of relevant data sources as described below. The imputed data is compared
to the originaldatasetcompiled for Mount Bold Reservoir for the application of DYWREBEDYM,;

the inputdatasetcomprises data from observations at Mount Bold Reservoir as well as Happy Valley
Reservoir and other sites. The base case model has been validated fdatdset Therefore the
statistical properties of the downscaled data avempared to this three year period to evaluate
their consistency and therefore their suitability for implying potential changes in water quality in
{2dz0K 1 dzZAGNI fAFQa NBASNIB2AN FNRY OfAYFGS OKIy3Ss
the impacts and caution must be applied in the interpretation of the results, as many sources of
error remain to be characterised.

Methods

The first task required was the development of methods to impute the-tmnnscaled variables. It

is normal practicetob& Y2 RSt Ay Llzi RIFGF 2y W2y NBaASNI2AND
as possible. However, availabtiatases are rarely complete and gdiling, by imputation or

modelling of datais generally applied when setting upodel boundary conditions antbrcing

variables, in this context, meteorology and inflows to, and withdrawals from a reservaoir.

Sources of data

Data was sourced from the NOAA {Si2 dataset (ftp.ncdc.noaa.gov/pub/data/noad/ the

L dz&GNF €AY . dzNBlFdz 2F a $inSchdpRdtic2kRl.God.au/s)h WwehtherR | § I 0
underground www.wunderground.codd YR { ! 2 | {i S Niating véayher Bations T NR Y
(i.e.Figured).

Wind speed

The method downscatewind speed consisted of using the weather states of the NHMM, or other
weather states defined by the other variables (i.e. wet/dry state), to developditional
distributions of the required variables. As wind speed at the surface of the reservoir is of primary
interest, preferably measured using a floating weather station (Figure 1), there is a limited amount
of data available to develop these distrilmns. Theavailable observedatamust be further divided
amongthe conditional weather states. Therefore, generating longer time series of wind speed by
linear modelling from other nearby stations was investigated. It was hoped that this extrapolation


ftp://ftp.ncdc.noaa.gov/pub/data/noaa/
http://www.longpaddock.qld.gov.au/silo
http://www.wunderground.com/

approach would allow the generation of satisfactory empirical distributions or provide better
resolved parameters for parametric distributions.

Data for wind speed from a number of sites were trialled and their suitability evaluated by visualising
time series(e.g. Figureb), autocorrelation propertiesRigure6), frequency distributionsHigure7)

and fitting linear regression@-igure8; Figure9; Figurell). The most similar statistical properties
were found with the physically closest meteorological station (Kuitpo). Regressions were also fitted
to monthly subsets of the data in order to investigate ifyaseasonality was influencing the
regression performance. This additional complexity did result in slightly lower residual error and a
marginal improvement in the distribution of the residuéiisgurel0; Figurel?2). Simulated data from

the models developed were subjected to Kolmorge&mirnov(K-9 tests to test the reproduction

of distribution propertiesthe wind speed predictions from Kent Town appear similar but the null
hypothesis, that the samples confiom the same distribution, was rejectderigure13). The wind
speed distributions generated from the Kuitpo model, however, were able to be considered to be
the same as the observations at Mt Bkigurel4). Despite having the bestatisticalperformance,

the Kuitpo station had a much shorter period of obseiwas than the Kent Town station.
Consequently, the monthly models were used to predict an extended range of wind speed data from
both the Kuitpoand Kent Towrstations The longer period of wind speed data generallgllowed
resolution ofconditional distributions of wind speday NHMMweather state(Figurel5), however

some lesdrequent weather states remaipoorly resoved. Some months seem to have weather
states that have different distributions, May and September, for example. Changes in the frequency
of weather states may therefore result in changes in wind speed distribution.

Two parametric distributions, Gamma anceibull, were fittedto wind speed conditional on month

and NHMM weather state (these distributions are generally considered to fit wind speed data well)
usingfitdistr from the MASSpackageg(Venables and Ripley, 2002)he best of the two distributions

was selected on the basis of the log likelihoodlculated during the distribution fittingA
representative example was selecteeigurel16) which demonstrates the diéfential performance

2T (KS RAAGNAROdziAz2ya 6AOGKAY RAFTFSNBYG 6SFGIKSNI
weather states Figure16, NHMM state = 4)The parameters estimated durirte fitting process

were subsequentlyised to stochastically generate wind speed for a given month and weather state.
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Figure 4. Floating weather station at Mt Bold Reservoir. Featuring
ultrasonic wind speed and direction, global and long wave radiation
sensors, air temperature and humidity and water temperature at
multiple depths.
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Figure 5. Time series of daily average wind speed measured at Mount
Bold, Kent Town and Kuitpo. The data downloaded from the NOAA ISD -
Lite database was found to contain erroneous data (marked by the red
bar in the bottom panel) which was excluded from subsequent analyses.
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Figure 6. Autocorrelation function (ACF) of time series of wind speed
over 2003 -2006.
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Figure 7. Histograms of daily wind speed observed at Mount Bold, Kent
Town and Kuitpo.
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Figure 8. Daily average wind speed at Mount Bold Predicted by observed

daily average wind speed at other observation stations. These re gression

EEOO AOA OOAOANOAT 01 U AheADEnk & fhe 810 O1 OI PAAS /EE (
line while the red line is the fitted line.



















































































































































